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**Abstract**

This paper presents a predictive analysis of data on heart disease patients to determine the possible risk factors that are associated with their heart disease status. Two independent (but similar) published heart disease datasets, the Cleveland data (used to build classification models) and the Statlog data (used for results’ validation) were considered for analysis. Detail exploratory analysis using the Chi-square test of independence was performed on the Cleveland data after which ten standard classification models were constructed for class prediction. The classification models were constructed by partitioning the Cleveland data randomly into 208 (70%) training samples and 89 (30%) test samples over 200 replications. Preliminary results showed that some of the bio-clinical categorical variables are strongly associated with the heart disease conditions of the patients (p < 0.001). The classification results from the test samples indicated that the Support Vector Machine yielded the best predictive performances with 85% Accuracy, 82% Sensitivity, 88% Specificity, 87% Precision, 91% Area under the ROC curve (AUC), and 38% Log Loss value. These results were validated on the Statlog data in 10-fold cross-validation which were all consistent with those obtained from the Cleveland dataset.
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